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Testing the validity of three acute care assessment tools for 
assessing residents’ performance during in situ simulation: 
the ACAT-SimSit study
Anne-Laure Philippona,b, Antoine Lefevre-Scellesc,d, Xavier Eyere,f, 
Carine Zumsteing, Aiham Ghazalih, Simon Audiberti, Pierrick Le Borgnej, 
Emmanuel Tribyb and Jennifer Truchotf,k

Background  The assessment of technical and 
nontechnical skills in emergency medicine requires 
reliable and usable tools. Three Acute Care Assessment 
Tools (ACATs) have been developed to assess medical 
learners in their management of cardiac arrest (ACAT-CA), 
coma (ACAT-coma) and acute respiratory failure 
(ACAT-ARF).

Objective  This study aims to analyze the reliability 
and usability of the three ACATs when used for in situ 
(bedside) simulation.

Methods  This prospective multicenter validation study 
tested ACATs using interprofessional in situ simulations 
in seven emergency departments and invited training 
residents to participate in them. Each session was rated by 
two independent raters using ACAT. Intraclass correlation 
coefficients (ICC) were used to assess interrater reliability, 
and Cronbach’s alpha coefficient was used to assess 
internal consistency for each ACAT. The correlation between 
ACATs’ scores and the learners’ level of performance was 
also assessed. Finally, a questionnaire and two focus 
groups were used to assess the usability of the ACATs.

Results  A total of 104 in situ simulation sessions, 
including 85 residents, were evaluated by 37 raters. The 
ICC for ACAT-CA, ACAT-coma and ACAT-ARF were 0.95 
[95% confidence interval (CI), 0.93–0.98], 0.89 (95% CI, 
0.77–0.95) and 0.92 (95%CI 0.83–0.96), respectively. The 
Cronbach’s alphas were 0.79, 0.80 and 0.73, respectively. 
The ACAT-CA and ARF showed good construct validity, as 

third-year residents obtained significantly higher scores 
than first-year residents (P < 0.001; P < 0.019). The raters 
supported the usability of the tools, even though they 
expressed concerns regarding the use of simulations in a 
summative way.

Conclusion  This study reported that the three ACATs 
showed good external validity and usability. European 
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Background
The assessment of clinical competence has evolved over 
the last decade from knowledge-based examinations 
to outcome-based assessments, aiming to assess over-
all competencies [1]. Developing competency-based 
assessments is a challenge, because the need for complex 
assessments aligned with a realistic professional environ-
ment must be addressed [2]. Simulation-based education 
enables contextualized and efficient training for health 

care professionals regarding a full range of clinical skills, 
particularly for complex tasks encountered in emergency 
medicine [3,4]. Simulation-based assessment allows 
for standardized, individualized assessments in a semi- 
authentic context [5,6]. In acute medicine, validated 
assessment tools are either task-specific and nontechnical 
skill checklists or global rating scales [7,8].

In order to combine the assessment of both technical 
and nontechnical skills in emergency medicine, two pre-
vious studies developed three tools [9]. Downing [10] 
described it in a framework that aimed to identify the val-
idation process’ steps through the analyses of five sources 

Supplemental digital content is available for this article. Direct URL citations ap-
pear in the printed text and are provided in the HTML and PDF versions of this 
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of evidence: content, response process, psychometric 
properties, relationships to other variables and conse-
quences. The contents of three Acute Care Assessment 
Tools (ACATs) were developed following this framework, 
using a Delphi study [11]. Three life-threatening emer-
gency situations were chosen: cardiac arrest (ACAT-CA), 
nontraumatic coma (ACAT-coma) and acute respiratory 
failure (ACAT-ARF). The ACATs’ response process and 
reliability were analyzed using video-recorded simulation 
sessions with medical students and emergency residents. 
A high interrater reliability was found for each tool [12]

.

This study aimed to analyze the three ACATs’ valid-
ity and usability, when used during in situ simulation 
sessions.

Methods
Setting
A multicentric prospective observational study was con-
ducted in seven French emergency departments (EDs) 
from seven teaching urban hospitals. The aim was to con-
duct at least 10 in situ simulations in each study center 
and perform a minimum of 30 simulations for each ACAT, 
with a set of various clinical contexts, either in prehos-
pital or in-hospital settings. The Strasbourg University 
Institutional Review Board (Approval Unistra/CER/2020-
17) approved the study and all participants provided their 
written consent.

Objectives
The primary objective of this study was to analyze the 
three ACATs’ reliability when used in an in situ simu-
lation setting. Secondary objectives included analyses 
of ACATs’ predictive validity and correlation with the 
global performance scale (GPS). They also studied the 
ACAT’s usability. The primary endpoint was the inter-
rater reliability. The secondary endpoints were the cor-
relation between ACACT’s grades and students’ year of 
residency, the correlation between ACAT’s grades and 
the GPS and a questionnaire and focus groups addressing 
the usability of the tools.

Participants and simulation sessions
The participants were residents during their emergency 
rotation (postgraduate years 1, 2, or 3), emergency nurses, 
caregivers and ambulance drivers. All of them belonged 
to the seven EDs.

In situ simulations were used to analyze the ACATs in 
a realistic environment and assess emergency residents 
within an interprofessional team context. Five standard-
ized and reproducible scenarios were created for each 
ACAT (Supplementary Annex 1, Supplemental digital 
content 1, http://links.lww.com/EJEM/A433).

The go/no-go criterion was determined to ensure the 
safety of in situ simulation sessions. They were related to 
the ED environment (overcrowding, heavy clinical load 

and equipment needs) or the ED staff (medical or nurs-
ing understaffing, unanticipated events/threats to psy-
chological safety) [13]. Two simulation types were used: 
hybrid (with simulated patients and a task trainer) and all- 
synthetic (with a low-fidelity mannikin). Every in situ sim-
ulation session was performed in a standardized manner, 
in the following order: a prebriefing describing the sim-
ulation environment, the material that the learner could 
use, a brief presentation of the raters, a short case-related 
briefing followed by the scenario and a debriefing.

Trainers and raters
Each in situ simulation required the involvement of at 
least two trainers to rate residents’ performances. They 
were not blinded to participants’ years of residency or 
specialty. They could be emergency doctors or nurses, 
depending on whether they were trained in simulation- 
based education. Prior to scoring, each rater received 
brief practical training regarding the ACATs

.
 The training 

was brief in order to replicate normal conditions.

The three ACATs
Each ACAT comprised 20 items, behaviorally anchored 
as follows: 1 point = completed, 0.5 point = performed 
but incomplete, 0 point = not performed/performed 
incorrectly and N/A = not required for the scenario 
(Supplementary Annex 2, Supplemental digital content 
2, http://links.lww.com/EJEM/A434) [11,12]. Each item had 
a detailed description of its completeness and timeliness 
(if it was required). To describe learners’ performance, a 
five-level GPS was added to the ACATs.

Data analysis
Prior to the analysis, all data were anonymized and com-
piled in MS Excel (Windows 10, Microsoft). Statistical 
analysis was performed using NCSS (Kaysville, Utah, 
USA). Descriptive statistics were computed for demo-
graphic data and expressed as means and SDs. Reliability 
was assessed with interrater reliability using intraclass 
correlation (ICC) and internal consistency was assessed 
using Cronbach’s alpha. ICC indicates an agreement 
in the scoring between the raters. The ICC is consid-
ered excellent when it is above 0.8 and good when it is 
between 0.6 and 0.8 [14]. Cronbach’s alpha demonstrates 
internal consistency if it is between 0.70 and 0.90. We 
also analyzed the interrater reliability of the GPS using 
Cohen’s weighted kappa.

Finally, to determine the correlation between the level of 
performance and total ACAT scores, the construct valid-
ity was assessed using Pearson’s correlation coefficient. 
Residents were allocated into three categories: First- and 
second-year emergency residents (PGY-1,2), third-year 
emergency residents (PGY-3) and nonemergency resi-
dents (PGY-NE) In this construct, PGY-3 should perform 
as well as, or better than, PGY-1,2 if the tool accurately 
assesses clinicians’ emergency/acute care skills. The 
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quantitative usability of the tools was assessed based on 
completeness, as illustrated by the percentage of rated 
items, while their relevance was assessed based on the 
percentage of nonrated items.

To determine whether the ACATs were usable and 
useful for the raters, they responded to a poststudy 
questionnaire that included 18 questions rated on a four-
point Likert scale, ranging from strongly disagree (1) to 
strongly agree (4). The questionnaire was based on a pre-
vious study [15].

Thematic analysis
A qualitative analysis was conducted using the grounded 
theory approach [16]. The reporting and analyzing 
data followed the COnsolidated criteria for REporting 
Qualitative research guidelines [16,17]. The focus group 
method was chosen to allow discussions and debates 
between raters. Two investigators constructed a semi- 
directed interview guide, which was reviewed by two 
other researchers. After the questionnaires were com-
pleted, the main investigator moderated the focus 
groups’ interviews, as she had experience regarding the 
qualitative method. The interviews were audio-recorded, 
transcribed verbatim the week after the interviews, 

translated into English and analyzed separately by two 
independent researchers, who followed four open-coded 
steps: familiarization with transcripts, identification of 
the main themes, exploring the transcripts using an open 
software and discussion between the two researchers 
prior to the final analysis.

Results
Seven centers, 314 learners and 37 trainers participated 
in 104 in situ simulation sessions, among which 13 were 
in a prehospital environment (Table 1). The ACAT-CA, 
ACAT-coma and ACAT-ARF were used 43, 30 and 31 
times, respectively. Six sessions (5%) were canceled. The 
median duration of the scenario was 15 min, with inter-
quartile ranges of 10–15, 13.5–15 and 12–16 for ACAT-CA, 
ACAT-coma, and ACAT-ARF, respectively.

Reliability
ICC between the two independent raters for each in 
situ simulation session showed high interrater reliabil-
ity for all ACATs. Cohen’s weighted kappa was found 
to be good and demonstrated high interrater reliabil-
ity for the GPS (Table 2). The internal consistency of 
each ACAT, analyzed by item-total correlation, was 

Table 1  Participants

Emergency department 1 2 3 4 5 6 7 Total

Participants
 � Residents
  �  Emergency medicine 67
   �   PGY-1,2 3 9 6 4 3 1 4 30
   �   PGY-3 7 1 1 1 14 13 37
  �  Other Specialty (PGY-NE) 18
   �   First year 1 4 4 3 12
   �   Second year 2 2
   �   Third year 4 4
 � Total residents 16 10 8 9 7 15 20 85
  �  Nurses 22 30 12 21 22 33 21 161
  �  Caregivers 16 4 6 5 9 14 6 60
  �  Ambulance drivers 8 8
  �  Total 54 44 26 35 38 62 55 314
Trainers
 � Doctors 1 2 1 5 5 5 7 26
 � Nurses 1 3 4 2 10
 � Caregiver 1 1
 � Total 2 2 4 5 10 7 7 37

NE, nonemergency residents; PGY, postgraduate year.

Table 2  Acute Care Assessment Tool and global performance score reproducibility

ACAT-CA ACAT-coma ACAT-ARF

Interrater reliability ICC 95% CI ICC 95% CI ICC 95% CI

R1–R2 0.95 0.93–0.98 0.89 0.77–0.95 0.92 0.83–0.96

GPS-CA GPS-coma GPS-ARF

Kappaa 95% CI Kappaa 95% CI Kappaa 95% CI

R1–R2 0.80 0.67–0.93 0.76 0.60–0.92 0.84 0.70–0.98

ACAT, Acute Care Assessment Tool; ARF, acute respiratory failure ; CA, cardiac arrest; CI, confidence interval; GPS, global performance score; ICC, intraclass correla-
tion coefficient; R1, rater no. 1: R2, rater no. 2.
aKappa: weighted Cohen’s kappa.
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acceptable, with Cronbach’s alpha coefficients of 0.79, 
0.80 and 0.73 for the ACAT-CA, ACAT-coma and ACAT-
ARF, respectively.

Relation to other variables: predictive and construct 
validity
The predictive validity of the ACATs was assessed by 
examining their associations with the GPS. A moder-
ately strong significant positive correlation was found 
between the ACATs and the GPS in the total scores, 
with Pearson correlation coefficients of 0.6 (95% confi-
dence interval (CI), 0.37–0.76), 0.72 (95% CI, 0.48–0.85) 
and 0.83 (95% CI, 0.66–0.91) for the ACAT-CA, ACAT-
coma and ACAT-ARF, respectively. The construct valid-
ity, obtained by comparing the scores between PGY-1,2, 
PGY-3 and PGY-NE, showed that the PGY-3 students 
had significantly higher mean total scores than PGY-1,2 
and PGY-NE students for ACAT-CA and ACAT-ARF. 
Conversely, there was no significant difference between 
the student levels for ACAT-coma scores (Table 3).

Usability
Completeness ranged from 96.5 to 100% among rated 
items, except for one which was rated in 87% of the sce-
narios. Among the 20 incomplete items, 19 were at least 
97% complete and the last was rated in 87% of the cases 
(Supplementary Annex 3, Supplemental digital content 
3, http://links.lww.com/EJEM/A435).

Out of the 37 educators who participated in the study, 18 
(49%) completed the questionnaire and 10 participated 
in the two focus groups. These lasted 70 and 83 min, 
respectively. Both the questionnaire respondents and 
focus groups included participants from each center. 
Most of the raters felt that the tools were easy to use (83% 
for ACAT-CA and ACAT-ARF, and 67% for ACAT-coma) 
and would add value to the preexisting tools (61–72% of 
the raters). Most perceived that ACATs would be useful 
in rating residents in emergency medicine (78%) and 
effective in assessing the required performance and com-
petencies (81–94%). Finally, the majority of raters (75%) 
agreed that ACATs were useful in providing formative 
feedback and helpful for debriefings.

Five themes emerged from the qualitative data explor-
ing the raters’ experiences of using the ACATs: usabil-
ity, validity, perceived effects on the learners and raters, 

acceptability and use within an interprofessional envi-
ronment. Raters’ transcripts, with their different partic-
ipation numbers, were reported as follows: rater (R) + 
participation number (from 1 to 10).

Raters were concerned about the usability of the tools: 
‘there are too many items in the tools, and some of 
them should be removed (R9)’; ‘I found the tools’ items 
clear, concise and easy to use, without risk of interpre-
tation errors (R4)’. All the raters considered the three 
ACATs to be valid for assessing the required perfor-
mances for each of the three clinical situations, with 
valid content enabling the simultaneous assessment of 
technical skills and non-technical skills. They agreed 
that the tools were relevant to assess emergency med-
icine residents’ performance: ‘tools are focused on the 
team leader and his/her communication (R2)’; ‘it’s ade-
quate to assess a training program for new emergency 
medicine residents in my ED (R1)’. Each rater used 
the ACAT items to guide the debriefing, as it provided 
a debriefing structure that improved feedback qual-
ity: ‘the tool provides objective input to give areas 
of improvement to the learners’ (R7). However, they 
found the grades useless, except for a normative assess-
ment. They also found that simulation-based assess-
ment, which is not a prevalent practice in France, could 
be a threat to simulation-based education. Simulation-
based assessment could compromise benevolence, 
which is one of the pillars of simulation as a teaching 
tool. Hence, even though they would use the ACATs 
tools, the raters addressed the acceptability of the over-
all simulation-based assessment and pointed out a loss 
of benevolence: “To me, it is not within the ‘simulation 
spirit’ (R5); ‘to not give grades is to stay within a benev-
olent approach (R9)’; ‘we could use grades to certify, 
but not to train’ (R7).

Discussion
The ACAT-SimSit study showed that the three ACATs 
were reliable and valid for measuring technical and 
nontechnical skills across multiple clinical settings, 
after a thorough validation process. Interrater reliabil-
ity regarding the ACATs and GPS was high, and repro-
ducibility appeared to be minimally influenced by a 
high number of raters. Good item-total correlation, 
with high completeness and relevance, highlights the 
good internal consistency and acceptability of each tool. 
Moreover, the interviewed raters found the ACATs usa-
ble, helpful in providing feedback to students and fit for 
assessment. However, they expressed concerns about 
simulation-based assessment acceptability, particularly 
the introduction of grades and evaluative judgement, 
within a simulation-based training activity.

The study aimed to develop a tool fit for a competency- 
based approach with a high degree of continuity, aided by 
the use of a unique assessment tool with both technical 

Table 3  Scores’ comparison according to the learner year level

PGT-NE PGY-1,2 PGY-3

Score Mean SD Mean SD Mean SD P

ACAT-CA 9.3 3.0 11.0 2.6 13.5 2.9 <0.001
ACAT-Coma 9.6 3.1 12.2 3.1 12.3 2.6 0.114
ACAT-ARF 10.9 2.2 11.4 3.2 13.9 2.0 0.019

ACAT, Acute Care Assessment Tool; ARF, acute respiratory failure ; CA, cardiac 
arrest; NE, nonemergency; PGY, postgraduate year.
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and nontechnical skills [18]. With different identified 
cutoff scores, the ACATs can be used during residency, 
allowing trainers and raters to share improvement goals 
with learners and to grade within a normative assessment 
perspective. This would favor educational continuity 
through teaching, training and practicing within curricu-
lum activities [19].

The ACAT-SimSit confirmed the results of a previous 
study, which showed the limit of evaluating reproduci-
bility through only three raters and video-recorded sim-
ulation sessions [12]. The involvement of numerous 
raters in real-life in situ simulation-based assessments 
suggests that the results may be transferable to broader 
assessment contexts. Moreover, the use of each ACAT in 
at least five different contexts could be validated, which 
is of the utmost importance within a competency-based 
approach [20].

The ACAT-coma’s analyses failed to demonstrate its pre-
dictive validity. As the development process was the same 
for the two other tools, this could be explained through 
the participants’ characteristics. PGY-3 participants are 
expected to perform better than PGY-1,2. However, as 
they have been classified according to their year of resi-
dency, not their level of competency, this postulate could 
be wrong. Moreover, there may be some differences 
between participants’ prior experiences in simulation- 
based training, as the curriculum is heterogeneous. As 
theorized and highlighted by another validation process 
study, that found the same result for one of its tested 
tools, the difference in preassessment training with a sim-
ulation setting could explain the unexpected absence of 
level differences between two groups with two different 
clinical and academic levels [21].

Competence is ‘a combination of different resources, skills 
and attitudes, which are inherently unobservable’ [22]. 
Clinical competencies should be determined from explicit 
and understandable markers, such as performance and 
multiple assessment tools [23]. However, even if the three 
ACAT validation processes follow a rigorous method, it 
remains a tool designed to assess learner performance and 
would be obtained from the correlations between various 
assessment tools for the same student [24].

Finally, the raters expressed concerns regarding the use 
of simulation-based assessment to assess student perfor-
mance. They questioned the consequences of simulation- 
based assessment in a learning context where 
establishing and maintaining psychological safety is 
mandatory [25]. One way of improving raters’ acceptance 
could be the use of simulation-based assessment tools 
through a formative assessment before using it through a 
normative assessment with scores, to certify the learners. 
It allows learners and trainers to perceive the positive 
effects of the assessment on learning processes and stu-
dent motivation [26].

Limitations
The use of real-life in situ simulations to analyze ACATs 
was interesting in terms of the practical application of 
the tools, but it might have introduced heterogeneity. 
The participants were not ‘standardized’ and had vary-
ing levels of clinical expertise and previous exposure to 
simulation-based education. This may have influenced 
their skill levels and the absence of differentiation 
when using the ACAT-coma. Second, the raters were not 
blinded regarding participants’ year of residency, which 
could have influenced their rating. Moreover, as only 
two groups of emergency residents were created without 
stratification, the study could have missed the differences 
between PGY-1 and PGY-2 levels, influencing the overall 
comparison between PGY-1,2 and PGY-3. Finally, further 
research is needed to test the consequences of the scores 
and ACAT thresholds in different sets of students and 
emergency medicine residents.

Conclusion
The three ACATs demonstrated good external valid-
ity with good interrater reliability. Moreover, the three 
ACATs appeared to be usable by the raters, to assess 
emergency medicine residents.
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